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1 Introduction

In this tutorial, we will introduce some of the numerical methods available in Matlab.
Our goal is to provide some snap-shots of the wide variety of computational tools that
Matlab provides. We will look at some optimization routines, where we mainly focus
on unconstrained optimization.Next, we discuss curve fitting and approximation of
functions using Matlab. Our final topic will be numerical ODEs in Matlab.

Matlab provides a number of specialized toolboxes, which extend the capabilities
of the software. We will have a brief overview of the various toolboxes in Matlab and
will provide a list of some available toolboxes.

• Numerical Optimization

• Data Fitting / Approximation

• Numerical ODEs

• Matlab Toolboxes

2 Unconstrained Optimization

The commands we discuss in this section are two of the several optimization routines
available in Matlab. First we discuss fminbnd, which is used to minimize functions
of one variable. The command,

[x fval] = fminbnd(f, a, b)

finds a local minimizer of the function f in the interval [a, b]. Here x is the local
minimizer found by the command and fval is the value of the function f at that point.
For complete discussion of fminbnd readers can refer to the Matlab’s documentations.
Here we illustrate the use of fminbnd in an example.

Consider the function f(x) = cos(x)− 2 ln(x) on the interval, [π
2
, 4π]. The plot of

the function is depicted in Figure 1. We can first define the function f(x) in Matlab
using

f = @(x)(cos(x) - 2*log(x))

Then we proceed by the following,

>> [x fval] = fminbnd(f, 2, 4)

x =

3.7108
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Figure 1: Plot of f(x) = cos(x)− 2 ln(x)
.

fval =

-3.4648

We see that fminbnd returns the (approximate) minimizer of f(x) in the interval [2, 4]
and also computes the value of f(x) at the minimizer. The readers can try to find the
(global) minimizer of f(x) which is seen to be somewhere in [8, 10] using fminbnd.

The next (unconstrained) optimization command we discuss is fminsearch which
can be used to find a local minimizer of a function of several variables. The command,

[x fval] = fminsearch(f,x0)

finds a local minimizer of the function f given the initial guess x0. For complete
discussion of fminsearch readers can refer to the Matlab’s documentations. Here we
illustrate the use of fminsearch in an example.

For a simple example, we minimize the function f(x, y) = x2 + y2 which clearly
has its minimizer at (0, 0). Let’s choose an initial guess of x0 = (0, 0). The following
Matlab commands illustrate the usage of fminsearch

>> f = @(x)(x(1)^2+x(2)^2);

>> x0 = [1;1];

>> [x fval] = fminsearch(f, x0)

x =

1.0e-04 *

-0.2102
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0.2548

fval =

1.0915e-09

Of course, reader can try fminsearch on more complicated problems and see the
results.

For more information on optimization routines in Matlab, reader can investigate
Matlab’s Optimization Toolbox which includes several powerful optimization tools
which can be used to solve both unconstrained and constrained linear and non-linear
optimization problems.

3 Curve-Fitting

Here we consider the problem of fitting a polynomial of degree (at most) k into the
data points (xi, yi); to do this, we use the command,

p = polyfit(x, y, k)

which fits a polynomial of degree k into the given data points. The output argument
p is a vector which contains the coefficients of the interpolating polynomial. The
method used is least squares, in which we choose a polynomial P of degree k which
minimizes the following:

m∑
i=1

[P (xi)− yi]
2. (3.1)

For example, say we are given the data points

xi yi

--------

1 1

2 0.5

3 1

4 2.5

5 3

6 4

7 5

Suppose we would like to fit a polynomial of degree three into the given data points.
We can use the following Matlab commands to get the interpolating polynomial.

>> xi = 1 : 7;

>> yi = [1 0.5 1 2.5 3 4 5];

>> p = polyfit(xi,yi,3);
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Once we have the vector p which contains the coefficients of the interpolating poly-
nomial we can use the Matlab function ployval to evaluate the approximating poly-
nomial over a given range of x values. We can proceed as follows:

>> x = 1 :0.1: 7;

>> y = polyval(p, x);

>> plot(xi, yi, ’*’, x, y)

Which produces the Figure 2.

Figure 2: Data fitting in Matlab

Another useful idea is using polyfit to find an approximating polynomial for a
given function. The idea is useful because polynomials are much simpler to work with.
For example one can easily integrate or differential polynomials while it may not be
so easy to do the same for a function which is not so well behaved. As an example, we
consider the problem of approximating the function sin(

√
(x)) on the interval [0, 2π].

The following Matlab commands show how one selects a numerical grid to get data
points which can be used to approximate the function using a polynomial of degree
k (in a least-squares sense).

>> f = @(x)(sin(sqrt(x)));

>> xi = [0 : 0.1 : 2*pi];

>> yi = f(xi);

>> p = polyfit(xi,yi,4);

To see how the function and its approximation compare, we can use the following
commands,

>> x = [0 : 0.01 : 2*pi];

>> y = polyval(p, x);

>> plot(x, f(x), x, y, ’--’);

The result can be seen in Figure 3.
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Figure 3: Approximation of a function using polynomial data fitting


